
Statistical methods for financial models
driven by L évy processes
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Objectives

To introduce current advances and problems in the theory of

1. Financial models with jumps and

2. related statistical inference.

Program

I. Background on Lévy processes

II. Introduction to financial models driven by Lévy processes

III. Classical statistical methods

IV. Recent nonparametric methods based on low- and high-frequency

sampling
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Part I: Background on L évy processes
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Lévy processes

A collection of real-valued random variables Xt(ω) : Ω → R, indexed by

time t ≥ 0 such that

1. X0 = 0;

2. (Independent Increments):

Xt1 − Xt0 , . . . ,Xtn
− Xtn−1

independent for any t0 < · · · < tn;

3. (Stationary Increments):

Xt − Xs
D
= Xt−s for any 0 ≤ s ≤ t;

4. (Cádlág paths): For every state ω ∈ Ω, the path t → Xt(ω) is s.t.

Xt− := limsրt Xs exists and Xt+ := limsցt Xs = Xt;

5. (No fixed jumps):

P(∆Xt 6= 0) = 0, for any t > 0, where ∆Xt := Xt − Xt− ;
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Fundamental examples

Deterministic (non-random):

Xt = tb for any t where b is constant (the drift);

Wiener process or Brownian Motion: {Wt}

Independent and stationary increments with Wt ∼ N (0, t) and

continuous paths;

Relevance: Model of choice to describe a random quantity that is the

result of many shocks of small magnitude (Invariance Theorem).

Poisson process: {Nt}

Cádlág, Independent, and Stationary Increments with Nt ∼ Poisson(λt);

Relevance: Model of choice to count events occurring independently of

one another and homogeneously through time with an intensity of λ

events per unit time;
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Fundamental examples. Cont...

Compound Poisson Process:

• Let J1, . . . , Jn be independent copies of a random variable J ;

• For each A ⊂ R, let ρ(A) = P(J ∈ A) (the distribution of J );

• {Nt} be a Poisson process with intensity λ, independent of {Ji};

{Xt} is compound Poisson if for any t ≥ 0

Xt :=

Nt∑

i=1

Ji;

Interpretation: Each Ji represents a “shock” and Nt determines the arrival

times of the shocks; Inter-arrival times are i.i.d. exponential with mean λ;

Terminology: ν(A) := λρ(A) is called the Lévy measure of the process;
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Characterization of the marginal distributions

Lévy-Khintchine Representation : The characteristic function (c.f.) of Xt is

given by

EeiuXt = e
t
n

iub−σ2u2

2
+

R

R0
(eiux−1−iux1|x|≤1)ν(dx)

o

,

for some constants σ ≥ 0 and b ∈ R, and a measure ν on

R0 := R\{0} such that
∫

R0

(|x|2 ∧ 1)ν(dx) < ∞.

Furthermore, the triple (b, σ2, ν) is uniquely determined, and any such

triplet is possible.

Notation: ν is called the Lévy measure of the process.
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Back to the fundamental examples

Deterministic L évy: Xt = bt has c.f. EeiuXt = eibt.

Wiener process : Xt = Wt has c.f. EeiuXt = e−
u2t2

2
t.

Compound Poisson : Xt =
∑Nt

i=1 Ji has c.f. EeiuXt is given by

∞∑

n=0

e−λt (λt)n

n!
Eeiu

Pn
i=1

Ji = e−λt
∞∑

n=0

(
λt

∫
eiuxρ(dx)

)n

n!

= exp

{

t

∫
(
eiux − 1

)
λρ(dx)

}

,

Lévy Triplet: σ = 0, ν(dx) = λρ(dx), b = λ
∫

|x|≤1
xρ(dx).

Claim: For any measure ν such that ν(R0) < ∞, there exists a

compound Poisson process X with Lévy measure ν;
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Construction of a General L évy Process

Problem: Suppose we want to simulate a Lévy process with triplet (b, σ, ν).

General approximation algorithm:

1. (Brownian Component).

σWt ≈ σn−1/2

[nt]
∑

i=1

εi, εi
i.i.d.
∼ N (0, 1).

2. (Big-Jumps Component). Compound Poisson with Lévy measure

νcp(dx) := 1|x|≥1ν(dx):

Xcp
t =

Nt∑

i=1

Ji,
{Nt} ∼ Poisson with λ := ν(|x| ≥ 1),

Ji
i.i.d.
∼ ρcp(dx) := 1|x|≥1ν(dx)/λ.
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3. (Small-jump Component). Compensated compound Poisson with Lévy

measure νε(dx) := 1ε≤|x|<1ν(dx) (ε > 0):

X̄ε
t :=

Nε
t∑

i=1

Jε
i − E

Nε
t∑

i=1

Jε
i ,

where







{Nε
t } ∼ Poisson with λε := ν(ε ≤ |x| < 1),

Jε
i

i.i.d.
∼ ρε(dx) := 1ε≤|x|<1ν(dx)/λε.

Theorem The process Xε
t := bt + σWt + Xcp

t + X̄ε
t converges (in

distribution) as ε ց 0 to a Lévy process {Xt}t≥0 with Lévy triplet (b, σ, ν).

Furthermore,

|Eϕ(XT ) − Eϕ(Xε
T )| ≤ ‖ϕ′‖∞

√

T

∫

|x|≤ε

x2ν(dx).
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Moments

1. If g : R → R+ is locally bounded submultiplicative or subadditive (i.e.

g(x + y) ≤ Kg(x)g(y) or g(x + y) ≤ K(g(x) + g(y)), ∀x, y), then

Eg(Xt) < ∞ ⇐⇒

∫

|x|≥1

g(x)ν(dx) < ∞.

2. E|Xt|
k < ∞ ⇐⇒

∫

|x|≥1
|x|kν(dx) < ∞, (k ≥ 1).

3. By formal differentiating of the c.f., we have the following

(a) EXt = tEX1 = t
(

b +
∫

|x|≥1
xν(dx)

)

;

(b) Var(Xt) = tVar(X1) = t
(
σ2 +

∫
x2ν(dx)

)
;

(c) Skew(Xt) = E(Xt−EXt)
3

Var(Xt)3/2 = Skew(X1)√
t

;

(d) Kurt(Xt) = E(Xt−EXt)
4

Var(Xt)2
− 3 = Kurt(X1)

t ;
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Small-time moment asymptotics

1. [FL08]: Let ϕ : R → R be locally bounded ν-continuous such that

(a) |ϕ| ≤ g for a subm. or subad. g s.t.
∫

|x|≥1
g(x)ν(dx) < ∞;

(b) limx→0 x−2ϕ(x) = 0;

Then,

lim
tց0

1

t
Eϕ(Xt) =

∫

ϕ(x)ν(dx) := ν(ϕ).

2. In particular, we recover the well-known limit

limtց0
1
t P (Xt ≥ a) = ν([a,∞), for a > 0 s.t. ν({a}) = 0.

3. [FLH09]: If ν(dx) = s(x)dx and s is C2 in a neighborhood of a, then

lim
tց0

1

t

(
1

t
P (Xt ≥ a) − ν([a,∞)

)

:= d2(a) ∈ (0,∞).
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Lévy-It ô path decomposition

Let X : Ω → R be a Lévy process with triplet (b, σ2, ν). There exist

mutually independent

• Wiener process W ;

• Compound Poisson process Xcp with Lévy measure

νcp(dx) = 1|x|≥1ν(dx);

• Compound Poisson process Xε with Lévy measure

νε(dx) = 1ε<|x|<1ν(dx);

(a.s.) defined on Ω such that, for almost every ω (a.k.a. “path of X”),

Xt(ω) = bt + σWt + Xcp
t + lim

εց0
(Xε

t − EXε
t ) , ∀t ≥ 0.
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Some Consequences

1. For any closed interval A = [a, b] in R0,

Nt(A) :=
∑

s≤t

1{∆Xs∈A} = # {Jumps of size in A before t},

is a Poisson process with intensity ν(A); Hence,

ν(A) = Expected number of jumps of size in A per unit time.

2. For any two mutually disjoint closed intervals A1, A2 ⊂ R0,

N·(A1) and N·(A2) are independent Poisson processes;
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Some Consequences. Cont...

1. The paths of X are continuous if and only if X = bt + σWt (Brownian

Motion with drift);

2. The paths of X are non-decreasing (subordinator) if and only if

σ = 0, ν((−∞, 0)) = 0, b −

∫ 1

0

xν(dx) ≥ 0.

3. The paths of X are of bounded variation (namely, the difference of two

increasing processes) if and only if

σ = 0, and

∫

|x|≤1

|x|ν(dx) < ∞.
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Accurate simulation of L évy processes

Key Idea: (Asmussen & Rosiński 2001) Approximate the small jumps of a

Lévy process by a Wiener process;

General Procedure:

1. (Big-Jumps Component).

Xcp,ε
t = Compound Poisson with Lévy measure

νcp,ε(dx) := 1|x|≥εν(dx).

2. (Approximation of small-jumps by a Brownian motion {Bt}).

Rε
t := Xt − (σWt + Xcp,ε − tbε) ≈ σεBt

where

bε :=

∫

ε≤|x|<1

xν(dx), σ2
ε :=

∫

|x|<ε

x2ν(dx).
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Theorem ( Asmussen & Rosi ński 2001, Cont & Tankov, 2004)

The process

X̂ε
t := σWt + Xcp,ε

t + t(b − bε) + σεBt

converges (in distribution) as ε ց 0 to a Lévy process {Xt}t≥0 with

Lévy triplet (b, σ, ν) if the following condition holds:

σε

ε
→ ∞, (ε → 0).

Furthermore, defining ρε :=
∫

|x|≤ε
|x|3ν(dx)/σ3

ε ,

|Eϕ(XT ) − Eϕ(X̂ε
T )| ≤ A‖ϕ′‖∞ρεσε ≤ A‖ϕ′‖ε,

for an absolute constant A (≤ 20).
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Summary of Properties

Parameters and characterization

• The statistical law of the whole process is determined by the marginal

distribution of X1

• Three parameters, two reals σ2, b, and a measure ν(dx), so that

(1) EeiuX1 = exp{b − σ2u2

2 +
∫

(eiux − 1 − iux1|x|≤1)ν(dx)}

(2) Xt = bt + σWt + Xcp
t

︸︷︷︸

Jmp Size≥1

+ limε↓0 {X
ε
t − tbε}

︸ ︷︷ ︸

Jmp Size ∈[ε,1)

,

(3) Nt([a, b]) :=
∑

u≤t 1[∆Xu ∈ [a, b]] ∼ Poisson (tν([a, b])

(4) limtց0
1
t Eϕ(Xt) = ν(ϕ) :=

∫
ϕ(x)ν(dx);
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