ELEC 533 Homework 4

Due date: In class on Wednesday, October 8, 2003

Instructor: Dr. Rudolf Riedi

14. Assume that X and Y are independent Gaussian random variables with zero mean and variance 1.
Compute the distribution of the random variable Z = exp(—(X?2+Y?2)/2). Hint: the transformation
from Cartesian to polar coordinates goes as © = rsin(¢), y = r cos(¢), dady = rdrde.

15. Suppose X and Y are joint r.v.’s with

YV orx>0y>x
otherwise

fxy(z,y) = { (e)

(a) Show that [[ fxy(z,y)dydz=1.
(b) Find fx and fy.

(¢) Are X and Y independent? Show your reasoning.

16. Let the joint density of the pair of random variables (X,Y") be given by

| yexp(—zy) ifz>landy>0
fXY(xay) = { 0 else.

(a) Compute the marginal densities fx and fy.
(b) Are X and Y independent? Show your reasoning.
(¢) Compute IE[X] and IE[Y].

17. Two pairs of discrete random variables (U, V) and (X,Y’) are given via their joint distributions:

1/2  ifu=1,v=0

_ . ) 1/6 Hfu=1lv=1

PU=uwV=v=3 119 ifu="1v=1

1/4 ifu=-1,v=0

and

712 ifx=1,y=0

_ . ) 112 ifz=1y=1

PX=2Y=yl=93 )6 ito=_1,y=1

1/6 ifx=-1,y=0

(a) Show that the marginals are the same, that is Fx = Fy and Fy = Fy.
(b) Which pair is independent?

18. Let X and Y be standard jointly Gaussian r.v.’s (ux = py =0, ox = oy = 1) with joint density

x2 — 2pxy +y2)

1
T,Y) = ——F——¢X
fxv(z,y) 2 /1= 2 p( 21— p2)

where p is a constant.

(a) Show by direct computation that cov(X,Y")/+/Var(X)Var(Y) = p.

(b) Compute the density fz of the sum Z = X + Y using the general formula for the density of
the sum of (dependent) random variables: fz(z) = [ fxy(x,z — z)dx. Conclude that Z is as
well Gaussian.



