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I may have committed a number of errors in writing these solutions, but they
should be fine for the most part. Use them at your own risk!

Probability January 2003

Problem 1

a) Usual definitions
n*wpl /n?
b) X = Owpl — 1/n?
also in probability, but not in L; since E(X, —0) = E(X,,) = 1.

converges a.s. to zero by Borel-Cantelli and hence

B lwpl/n
Kn = Owpl — 1/n
ability to zero, but not to zero by Borel-Cantelli.

with X,, independent converges in Liand thus in prob-

lwpl/n
Owpl —1/n "’
distribution but P(|X — Y| > 0) = 1, so we don’t have convergence in
probability.

X = Y = 1— X. Obviously Y and X have the same

Problem 2
a) (i) P(ANB) > 0) (ii) A;...A, disjoint,

1



QU Ai) = P (U2, A) N B) =P (U2, (AN B)) = {disjoint} = 332, P(AiN B) =
Y2 Q(A)

For @) to be a probability measure, we need Q(2) = P(QNB) = P(B) = 1.

b) Start with indicators

(i) X = I4. Then E(X;B) = [g14dP = P(ANB) = Q(A) = [, XdQ

(i) X =30 apla,. Then [, XdQ = [ 30 arla,dQ =X ax [o 14,dQ =
ZakP(AkB): fB Z?:l CLkIAde = E’(,XV7 B)

(iii) X > 0. Let 0 < X,, 1 X with X,simple and [, XdQ = ...= [, XdP

(iv) General X. Proceed as usual.

Problem 3

a) It means that (i) Y, is o(X;...X,,) measurable and (ii) E(Y,11|0(X;...X,)) =
Y,.
b) 1) Y,is a function of X;... X, and thus o(X;...X,,) measurable, and E(Y,,11|0(X;...X,,)) =
{independent} =E(Y,+1) = 0 # Y, so it’s not a martingale.
2) Y,is a function of X... X, and thus o(X;...X,,) measurable, and E(Y,,11|0(X;..X,,)) =
Sy Xk + E(Xps1) =21 Xk =Y, so it’s a martingale.
3) Y,is NOT a function of Xj...X,and thus NOT o(X;...X,) measurable, so
it’s not a martingale.
4) Y,is a function of X;...X,,and thus o(X;...X,,) measurable and E(Y,,,1|0(X;...X,,)) =
» L XiE(Xn11) =0 #Y,, so not a martingale.

5) Y,is a function of X...X,and thus o(X;...X,,) measurable and E(Y,,11|0(X;...X,,)) =
2% E(2%), and E(2X+1) = 2271 + 12 £ 1, s0 it’s not a martingale.

Problem 4

By the Strong Law of Large Numbers, >° X;/n converges to 1/2 almost surely.
For logG,, = %Z logX;, since E(logX) = —1 (can be found integrating the
pdf as usual) by SLLN again we have that logG,, converges almost surely to



—1. Hence by the Continuous Mapping Principle GG,, converges almost surely
to e L.

Now since E(1/X) = oo, by SLLN 3~ & —, ;. 0o and by CMP Z?/X' .

0. (note that SLLN also applies when the expectation is occ.

Problem 5

1) The chain is irreducible since all states communicate and the period of all
states is 1 since pay > 0 and periodicity is a class property. To find E(r)
we’ll find the stationary distribution first. 7 = 7P gives my = 1/4, m = 1/4,
e = 1/2 and thus E(r) = 1/mp = 4.

2) a)This is a branching process, so E(Z,) = (2p)".

b) We know that 7 = 1 iff 2p < 1 so p < 1/2. Hence for p > 1/2 we got
m < 1, and 7 is the smallest solution to 7 = G(7), where G is the pgf of a
binomial(2,p). Solve for s inG(s) = (1 — p)* + 2p(1 — p)s + p?s* = s to get
_ (1=p\?
= ( p ) '
N

¢) By independence, it’s 7.

Problem 6

b) For X continuous we know F(X) is Unif(0,1) and hence E(X) = 1/2.
For X categorical consider Y = F,(X), and let Z be any continuous random
variable such that it’s cdf “matches” the cdf of X in each of its jumps, i.e.
F.(2) = P(Z < z) = P(X < z) = F,(2) for all z discontinuity point. Note
that F,(z) > F,(z), with strict equality in the discontinuity points (if this is
confusing, plotting both cdfs may help to see it clearer). That gives us that
E(Fx(z)) > E(Fz(z)) = 1/2, the latter equality due to Z being a continuous
random variable.

¢) I don’t know how to do it.
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Problem 1

a) Usual definition

b) (i) Let z € (0,1). P(m, <z)=1—P(m, >2z)=1— (P(X; >x))" =
1—(1—2)"—1,ie m, =0

(i) P(nm, <z)=1— (P(X; >z/n))"=1— (1 —2/n)" — 1 — e~ *, which
is the cdf of an exp(1).

¢) Theorem. Y P(|X,, — X| >¢€) <00 = X,, =45 X

Since Y. P(lm, — 0] > €) = > P(m, > €) = >(1 —¢)" < oo, we have
my, —qs 0. In general nm, doesn’t converge almost surely to X, although
by Skorohod’s theorem we know that 3Y, =P nm,, ¥ =P X such that
Y, —Y.

Problem 2

a) Delta method.

b) Let’s find first the asymptotic distribution of logG,, = %ZlogXi. It can
be seen that E(logX;) = —% and V(logX;) = 1, so by the Central Limit

2 4>
Theorem \/ﬁ(loan+ %) —P N(0,1/4), and since g(z) = e* = ¢'(v) =
e“the delta method gives that \/n (Gn — 6_1/2) —P N(0,e/4)

Now, for H,let’s first find the asymptotic distribution of H ' = %Z Xik
Since F(1/X) =2, V(1/X) = oo the CLT doesn’t apply to H,!.

Problem 3

a) BCI and BCII

n?  wpl/n?

b) (i) X, = { 0 wpl — 1/n? } independent.



(i) X, = { " 8 1 w;ﬁpi/?/n } doesn’t converge in L nor a.s., but it does
in probability.

wpl — 1/n?

(iii) X,, = { L (n’; D) wplyn? } by BCIL X, —,.s. —00, but B(X,,) =
0.

. B n  wpl —1/n? B
(IV) n= { ot wpl/n2 . By BCI X,, —,, 0 but E(Xn) — —00.

Problem 4

1) (a) {0} is transient and {1}, {2} are recurrent.

(b) We can find the stationary distribution of the Markov Chain defined by
{1,2},
P =

2) =3/

(¢) Let Y be the number of transitions until we leave 0. P(Y =y) = 2 (l)y_l
fory=1,2,3...i.e. Y ~ Geom(2/3). Hence E(Y) = 3/2.

SN N}

> and m = 7P gives m = 1/3 and my, = 2/3. Hence E(N|X, =

DO wlw|—

2) Not necessary

Problem 5

a) State MCT and DCT
b) (i) [ Ly (2)de = [ dx =1 Vn

% < emlzg whic is integrable, DCT gives [/ S"Z,(lzx)m%dx —

(ili) [ x/nde =+ [ xde = co Vn

(iv) For nodd, — [{° z/n*dx = ——500 = —o0 Vn, and for n even [ z/n*dx =

n—lzoo = 00 Vn, so the limit doesn’t exist.

(ii) Since




(v) The function inside the integral is positive and decreasing with n, with
its limit being 0 so for n > 2

which is integrable since the degree of the denominator is
1+nx

(1+na:2) 14222
(hary | < a2

4 and for the numerator it’s 2. Hence DCT applies to give fl

lzm Hm dx =0.

d:L'—>

Problem 6

a) Y, is a function of X1 X, = o0(X;...X,,) measurable. Some algebra
shows that E(S; 1|0(X;1..X,)) = St + 652 +1, E(Sz,|o(X1...X,)) = S2 +
1. Thus E(Y,i1]o(X;...X,)) = (Sﬁﬂ 6(n+1)S2,, +3(n+1)* + 2(n -
D]o(X1..X,))= ... = St —6nS2 +3n* +2n =Y,,.

Hence {Y,,}is a martingale.

b) The optional stopping theorem gives that Y,, Y, is a martingale so in
particular E(Y,) = E(Y,) = 0. Since E(Y,) = E(S} — 6vS? + 3v% + 2v) =
= —bat + 2a* + 3E(v?), we get that

B(v?) = 222 and V(v) = 2a*(a® - 1).



