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I may have committed a number of errors in writing these solutions, but they
should be fine for the most part.Use at your own risk!
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Problem 1

a) g(p) is U-estimable iff >-7'_ h(z) ( Z ) p*(1—p)"* = g(p). The left hand

side is a sum of polynomial of degree < n, and hence the right hand side has
to be a polynomial of degree < n.

b) From section a) we know that h(z) has to be such that the sumation
equals p(1 — p)? = p — 2p* + p3. Hence it suffices to choose h(x) such that
the coefficient affecting p in the left hand side is 1, for p? it’s —2 and for p?
it’s 1. To do this we need to get through some messy algebra to expand the
left hand side expression.
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C) g(ﬂf) = S'l.nil(\/;) gives g( ) m and thus ( /(,Cl')))Z =

dxcos?(sin—1(x)) ~ 4z(1—sin?(sin—1(x))) 4x( (\/5)2) 496(1 x)

The delta method gives that \/n (sz’nil (M) —sin~! (ﬁ)) —P'N (0, i)

Problem 2

a) Note that [ fy(2)du(z) = 1 = [h(2)e’ Tdu(r) = eA@ which is convex,
Hence eA@01+(1=a)02) < qe401) 4 (1 — q)eA®2) < 0.

b) First, let’s derivate w.r.t. ;. [ h(x)e’ Tdu(z) = eA®) = [ h(x)e? TTi(x)du(x) =
AL A0)= 55 A0) = [ ha)e” T AOTi(x)du(z) = E(T;(X ))

a2

Now let’s derivate again w.r.t. 0;. 75~ A(f) = %fh( ) T=AO T (2)dp ()=

J h(@)e” T AO (T () — 5= A(0)) T ( )dpu(x)= E(I}(X)Tj(X))—E(I}(X))E(Tj(X)) =
COV(Ti(X), T;(X)).

¢) The likelihood is f,(z) = H”ii!ewp {3y zilogp; }= H”—;i!exp {nlogpo +> 0 xilog%}.
Now let n; = logi—é =po=(1+XI_,€%), so we get

fo(z) = ”! ~exp {3 zin; — nlog(1+ X e™)}. Hence A(n) = nlog(1+3 e™)=

ne'i

dimA(n) 11> e = np;.

And so on...

Problem 3

a) Easy

b) E(6%) = B ("15%) = LE((n = 1)S?) = Lo%(n — 1), 50 §2 = 167 is
unbiased and a function of the complete & sufﬁment statistic == UMVUE by
Lehmann-Scheffe

¢) f(p,0?) o (27)me~T 2 (@imw? raéz) 797 le=0T o | ox TrHI—lemTlad ) a]) pmnT(u=X)?
so f(plr,x) is N(X,n7) and f(7|z)is Gamma(n + g,a + . 22). The Bayes
estimator is the posterior mean, afiQIZ'




d) Under Squared Error Loss we need to consider the Bias & Variance of
each estimator

~ . . . 49(n—1 _
For 62. Bias is 0?/n and variance ~ f:; ) so MSE = o4 (2’;21).

. . . . 4 4
For 5%, Bias is 0 and variance is 277, so MSE = 22

Since 22;1 < % = ngﬁn’ S? is inadmissible under Squared Error Loss.
Problem 4

a) Neymann-Pearson lemma.

n—x

b) Let 6; < 5. The Likelihood Ratio takes the form %,

increasing with x. Hence a MP test will reject for large values of z.

which is

1 j2>c¢
dlx) =9 B ,x=c ,where P /s(X >c)+ BP1 (X = c)=a.
0 ,z<c

Playing with different values we get ¢ = 3 and = 0.14.
¢) By Karlin-Rubin the test in section b) is UMP.

d) Denote ¢ (X) the test defined in section b), which is the essentially unique
UMP in the region 6 € (3, 1]. Hence the test ¢, (X) is the only possible UMP,
since no other test beats its in the region ¢ € (3,1]. Well show there’s no
UMP by seeing that ¢;(X) is no UMP.

Further the power v1(6) of this test increases with 6 (one of the corollaries
of Karlin-Rubin gives this), and hence v,(0) < « for § < 1/2. But the test
¢2(X) = a has greater power and it’s level «, and hence there’s no UMP.

Problem 5

a) =) Let Y = |X|. E(Y) = [YPP = [y, Y?dP + [py.,, Y?dP>
Jy<pp YPAP +yPP(Y 2 y)= y?P(Y 2 y) < E(Y) = [iy< YP'dP—y .o 0,
as desired.

<) B(X[P) = [(p— )~ P(X| > 2)de =fy" (p — )|z~ P(|X] >
x)dz + [y (p — €)|x|"F) 2P P(|X| > z)dr< {|z|PP(|X| > x) < N for large

3



enough N}< [M(p—e)|z[P~'P(|X| > z)dz 4+ N [ (p — ¢)|z|"1+9dz < oo,
since the left term is the integral of a bounded function in a bounded interval,
and the right term is finite since |z| is raised to the negative of a number
greater than one.

b) 3, = X /3. By Central Limit Theorem, /n(X — 33) — N(0,362) and by
Delta Method /(X /3~ ) — N(0,0%), where o? = 35 (£(5/3))” = 32/3.

c) P (-Za/g < VX35 Za/g) — 1 — a by Slutsky and we obtain

Vi /3
P (X/S — za/Q\/Bn/Sn <B<X/3+ za/Q\/Bn/3n> —1—a.

Problem 6

a) MGF of Gamma is Mx(t) = (1 — (t)* and hence Mx, ;x,(t) = (1 —
6t>a1+a2:> Xl -+ XQ ~ Gamma(oq + oo, ﬁ)

Yi=X1/X, = X =Y,
b)Let{ Y, = X, X, =Y,
_ Dloatas—1) ypi !

Tviva (W1, ¥2) = fxix, (Y1y2, y2)yeand fy, (y1) = T(a)(a2)3 (14y1)e1Tez—T Ir+(y1)

. The Jacobian is |J| = Y5 and hence

Problem 7

a) Usual definition.
b) Proof of Basu’s theorem.

¢) Fix 0> € R*. Since %5 (n — 1) ~ x2_,, S%s ancillary for u. Also we know
that X is complete & sufficient for u (check that the exponential family is
full rank). Then, by Basu’s theorem since X complete & sufficient for y and
S? ancillary for 0 we have that X and S? are independent.

Now, o2 was arbitrary so the result holds for all o2.



Problem 8

a) The Poisson belongs to the 1 parameter exponential family, so it has the
MLR property. By Karlin Rubin the UMP test will reject for large values of
the sufficient statistic, which is 3 X;. We know that > X; ~ Poisson(n\).
Let k be the max {z : P\,(>° X; < ) < a}. Then the following test is UMP

1 Y X<k Pay (5 Xi<h)
. o _a—Fy i<
¢(X) - g 7§§Z ; l]z , where [ = PAO(OZXi:x)

b) A conservative P-value would be P\ (> X; < Y z;), where Y z; is the
observed value of the suff stat. A P-value is a test statistic with rejection
region [0, a.

Statistics January 2004

Problem 1

a) MGF is Mx(t) = (1 — Bt)*, so Mx,.x,(t) = (1 = pt)* 2= X; + Xy ~
Gammal(ay + ag, 3)

_ Xy _

b) Let Wy = 1%, = X, = WiW,
W2:X1+X2 :>X2:W2(1—W1)

and  fiu,w, (W1, W) = foyz, (Wiwe, wo (1 — wy))wsy. By integrating wrt wo we

find that fu, (w1) = sk w? ™ (1 —wi)® g (wr).

, so the Jacobian is |.J| = ws

¢) PR=r)=P(t=r)=2"Y"forr=1,1
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Z D

Problem 2

a) Use Cauchy-Schwartz inequality together with some regularity conditions.

b) fo(z) o< 0%(1—60)""" s0 Liogfo(z) =0 = 0 =x/n. Then E (% — %)2 =

gy and hence Vo(T(X)) > @ and Vy(X) = % = w attains the

Cramer-Rao LB.



Problem 3

a) X = LY X, is a linear combination of independent & normal rv’s and
hence it’s normally distributed with mean p and variance 1/n. Equivalently
fi—\_/% ~ N(0,1), and the rejection region is given by finding z1, zo such that
Pr,(z1 < Z < z) =1—a, eg 21 = =242 and 25 = 242

b) Y(4) = 1= Pyy(—2a/2 < Z < z4/2). For general pu, X ~ N(u,1/n) = Z =

Vn(X —10) ~ N(y/n(p—10), 1), and hence we can use the quantiles of this
latter normal distribution to get the desired result.

¢) Not UMP because the UMP for u > 10 rejects for large values of X (by
Karlin-Rubin) and for p < 10 rejects for small values of X, i.e. the UMP
test for p > 10 is different than the UMP test for 4 < 10 and since they're
both unique there can be no UMP test.

. —3 > (@—%)? .
d) LR test rejects for large values of ef%::(mp or equivalently for large
e 2 *i~

S (2;—10)2 =3 (2;— X)% With some algebra we can see that this is equivalent
to rejecting for large |Z|. Rejecting for |Z| > z,/0gives a level « test.

Problem 4

Times series, not necessary.

Problem 5

a) Factorization theorem.

b) By Rao-Blackwell any unbiased estimator can be improved by finding
its exectation conditional on the suff stat, and so it follows that the best
unbiased estimator has to be a function of the suff . Note that the UMVU
may not be unique if we don’t have completeness.

Now, noting that the likelihood will be of the form log (g(T'(x),0)+log(h(x)),
we can drop the second term since it doesn’t depend on 6 and maximize
log (g(T(x),0)) which will depend on the data only through T'(z), the suffi-
cient stat.



The Bayes estimator is of the form F(0|X) = [0f(0|X)df and f(0|X) =

f;’(T(x) o) (JC):EZ)M— fg%g Z;:( which depends on the data only through
T(x).

¢) limy oo Eg(0,(x)) = 6, for all § € O.

d) (i) Likelihood is f,(z) = (2r) "/2e~2 2(i=#)* and taking log and then
derivative and setting equal to zero gives x; = ;. Hence (/21 ) = (T1...25)
and by the invariance property of MLEs we get 0, = Z = %Z x?.

(ii) We can find E(X7) = p7 41 by using the 2nd derivative of the character-

istic function of X;. Hence E(6,) = 1 + 23" 42 and thus 0}, is unbiased. Now,
we know that (z;...z,) is a sufficient statistic and it can be seen that the ex-
ponential family is full rank, so the sufficient statistic is also complete. Hence
Lehman-Scheffe applies and ¢, is UMVU. Also, V(0;,,) = V0, —1)=V(0,)
and Bias(0*) < Bias(6,), so 6, is inadmissible under squared error loss.

(i) If we can show that 6% —P 6, then 6, — 6 + 1 by the Continuous
Mapping Principle. I'm not sure how to do it.

Problem 6

Easy but long!

Problem 7

a) The original model is y; ~ N (B + f1xi, 02p;) independent, so E(y;/p;) =
Bo/pi + Brzip; + E(e;/pi)= E(6;) = E(e;/p;) = 0. Hence §; are independent
with zero means and variance o2 /p;.

b) The usual least squares estimators give B = %

are the sample means, and 50 =ZzZ— 3117. With some algebra we can see that
they’re not unbiased.

¢) and d) Long!

where v and z



Problem 8

Biostatistics.



