The Case for Statistical Graphics

David W. Scott

The study of statistical graphics is too often taken for granted.  Effective graphics can have an enormous impact on success in publishing, presentation, research, and practice for statisticians in any profession.  This brief article highlights avenues to improve and appreciate the skill of constructing statistical graphs with impact.
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1. INTRODUCTION

As editor of the Journal of Computational and Statistical Graphics (JCGS), I always pay close attention to the figures in every article accepted for publication. Since JCGS has a limited budget for color signatures, I evaluate the necessity of color in every figure. Casual use of color, even attractively done, cannot be accommodated. Often a color figure will print perfectly in black and white. Sometimes extra work is required by the author to replace color lines with different line types. (Interestingly, the on-line version of JCGS supports unlimited use of color.) Next, I judge each figure on its information content, relevance, and clarity. Such evaluation is large subjective. Sometimes figures can be combined. Perhaps a sentence or two can replace a graph that has little content. Occasionally a dozen tables can be summarized in one or two figures. Too often, the author has simply produced a figure using a canned package with no refinement. Of course, some packages make such refinement an impossible chore. Even today, it is easy to find figures with fonts too small to read, graphs with too much over plotting, graphs with poor scaling or aspect ratio, and graphs too busy to decipher. The hard working Associate Editors of JCGS are especially skilled at working with authors to improve all aspects of submitted articles, but especially the graphics. One of the special pleasures of editing JCGS is the selection of the “best” graphic in each issue to be reprinted on the front cover. Scan the latest issue of JCGS and see if you agree!

The subject of statistical graphics goes well beyond publication. Graphics are at the heart of modern statistical practice and discovery, not just to provide a summary of findings. Indeed, John Tukey (1977) is rightly credited with elevating statistical graphics to the same level as confirmatory analysis. Some now argue about the importance of model building for modern statistics. Tukey (1980) himself wrote that we need both exploratory and confirmatory methodologies. This tension between exploratory and confirmatory statistics has a much longer history in our field. Karl Pearson is best known for his chi-squared tests, his system of probability density curves, and his probability tables. However, Pearson had a much less well-known interest in graphics. For example, he coined the word “histogram” in a series of lectures on the presentation of data (19xx). He advocated the use of the frequency polygon rather than the histogram for visual reasons. (The frequency polygon is the linear interpolant of a histogram.) However, Fisher (19xx) took exception and argued that the continuity of the frequency polygon might make it easily confused with the true density function, and that

The advantage is illusory, for not only is the form of the curve thus indicated somewhat misleading, but the utmost care should always be taken to distinguish the infinitely large hypothetical population from which our sample of observations is drawn, from the actual sample of observations we possess; the conception of a continuous frequency curve is applicable only to the former, and in illustrating the latter no attempt should be made to slur over the distinction.

Fisher’s point may or may not be well taken, but we know today that the frequency polygon can be far superior as estimator than the histogram (Scott, 1992).

Statistical graphics is seldom taught. Where can you go to learn the new tools available? What is the next new thing? This article will help answer these questions.

2. STATIC GRAPHICS

I was fortunate when I went to work for Baylor College of Medicine 27 years ago to have access to an outstanding medical illustration department. The India ink figures produced then still outshine anything I can obtain in any package today. Nevertheless, computer-generated graphs are certainly more precise. The principles of good graphics are not as well studied as they should, but excellent texts are available. A host of researchers who once worked in the original Bell Labs have written extensively about graphics. Their ideas are largely represented in the S Language (Becker, Chambers, and Wilks, 1988) and its extensions. An important reference that provides many excellent examples of the analysis of multivariate data is Cleveland’s “Visualizing Data” (1993) monograph. A very high-level unification of graphical representation is presented in Wilkinson’s challenging 1999 monograph “The Grammar of Graphics.” Harris (1999) has written a comprehensive encyclopedia of graphical objects.

Of course, almost every statistics package can produce publication-quality graphs today. Packages such as JMP and Systat each contain true gems of graphical design. I find Splus outstanding at provide both high-level and low-level graphical capabilities. I would be remiss if I did not mention the graphical capabilities of Microsoft’s Excel package, which is increasingly being used for teaching statistics. None of these protect you from creating an absolutely incomprehensible figure. Formal evaluation of graphical design is partly in the realm of psychologists. One of the best is Michael Friendly, a JCGS Associate Editor, who maintains an incredible web site sure to keep the graphically inquisitive busy for many hours (http://www.math.yorku.ca/SCS/StatResource.html). Leland Wilkinson, author of Systat, also is a psychologist. So is my colleague, David Lane, lead author of the Rice Virtual Lab in Statistics (http://www.ruf.rice.edu/~lane/rvls.html). Ed Tufte, a political scientist at Yale, has written a series of influential books on visualization, beginning with “The Visual Display of Quantitative Information” (1983). Tufte is a master of graphics design and high production standards. Many lessons may be learned reading these books. The most famous concept introduced is the data-to-ink ratio. Fortunately, most ASA journals rank high on this scale. Howard Wainer is another author whose insightful ideas on graphics can be found by searching the Current Index of Statistics. 

The proper use of color is an interesting challenge. Colors that appear satisfactory on a computer terminal are often poor choices for a print medium. For example, the pdf files of the figures in Hastie, Tibshirani, and Friedman (2001) monograph are clearly better suited for projection than for printing. Experimenting with color is often tedious and irresolute work. Fortunately, one expert has made available specific suggestions based upon years of research. Cindy Brewer, a geographer at Penn State, has created a free web site (http://www.colorbrewer.com) that gives specific color choices, up to a dozen on one graph. Each color scale is rated based upon its success for projection and printing, as well as for LCD or CRT display. Scales are also scored for the color blind.

3. DYNAMIC GRAPHICS

The area of most research and impact for exploratory graphics is in the field of dynamic graphics. Tukey’s PRIM9 system had an enormous impact. The Donohos’ MacSpin program first brought these ideas to an inexpensive platform. But rotating 3-D scatter plots only hints at the power of dynamic graphs. The tools of brushing and linking are critical to modern exploratory data analysis. These were first implemented in expensive LISP systems, and finally inexpensively in XLISP-STAT (Tierney, 1990). A system not to miss is GGobi (http://www.ggobi.org), which also incorporates the grand tour, projection pursuit, and parallel coordinates. Anyone engaged in the analysis of “real data” will find this program, written by Swayne, Buja, and Cook, unmatched in utility. A program, which also incorporates modern density estimation, is CrystalVision (ftp://ftp.galaxy.gmu.edu/pub/software/), written by Luo, Wegman, and Fu. Detailed examples are given in http://galaxy.gmu.edu/stats/syllabi/INFT979.spring2003.html.

Many other more specialized programs exist; see Friendly’s link above.

Using these tools effectively requires some investment in time. Self-study can be partially successful, but attending a short course taught by an expert is very valuable. Learning how to “read” and “decode” dynamic graphics is a highly valued skill in modern data mining that must be learned through exhaustive example. The activity is not entirely intuitive. Some statistics departments teach statistical graphics, but the vast majority attempt to incorporate graphical training through case studies. This approach is reasonably successful for static graphics but not for dynamic graphics. The number of individuals with complicated data mining experience is still quite limited.

New ideas for dynamic graphics are still arising. Immersive technologies such as the CAVE extend the potential of dynamic graphics into a true three-dimensional experience. The number of research groups with a CAVE is limited. Stereovision provides a more accessible alternative for the moment. For large datasets, visualizing individual points is not practical. Visualizing functionals of the data, such as the density function, provide a natural extension. The ASH (averaged shifted histogram; Scott, 1992) density estimate is provided in the GGobi one-dimensional grand tour. Two- and three-dimensional grand tours have been envisioned (Scott, 19xx). Many other systems exist for specialized data, such as multidimensional tables.

4. AN EXAMPLE

The histogram is a common graph. As an illustration of graphical design, I display three histograms of the LRL data (Good and Gaskins, 1980) where n=25,752. The top frame is a default Splus histogram, which uses bars with slight gaps to display the density values. The middle frame displays the outline of the histogram bars (available in Splus using col=0). The bottom frame displays just the portion of the outline that is the density estimate. My preference is for the last one, which happens to have the greatest data-to-ink ratio. 

(Figure 1 about here.)

5. DISCUSSION

Publication opportunities for software in statistical graphics are often perceived to be limited. With the merger of JCGS and JSS (Journal of Statistical Software), authors simultaneously publish in both. The editors hope the merger will encourage even more research activity in this important arena. The ASA Section on Statistical Graphics organizes technical sessions at the Joint Statistical Meeting. Their newsletter is outstanding reading and a resource for new software (http://www-stat.Stanford.edu/~susan/scgn). 
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