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For our model Y =Xpg+c¢€

min SS(8) = e'e= (¥ - X8)" (V¥ - XB)
=Yy — 28 XY + BIXtX33
T he least-squares coefficient solves
0=VgSS=0-2X"Y +2X'Xp
= B=(X'x)"1xty
Hessian = VV!SS = 2X'X

which is pos. def. = minimizer!!



Statistical Accuracy View

EB = (X'X)"1XtE(Y)
= (X'X)"'X'[XB+0] =3

CovB = Cov(AY) where A= (XtXx)"1x?
= A (o2 I,) At

o2 (XtX)"1xt. x(xtx) !

ol (X'X)™1



Cute Example

Var(B) = Var

\

[0---010 ---

= Var(e};AY)

= JS@ZAAtek

= 062 etk(XtX)_lek
= o2 (X'X);}}

as we have seen before.

O]




Familiar Example p =1
1

Y = XB+ e with X = |1

Thus
=X XY =73

1 ny

2
2(B) = o?()) = o2(X'X) "1 ==
n

as usual.



Looking at the Criterion
n
mﬁi)n e =Y (y;—B)? (see sketch)
i=1

Taylor's series:

9(8) = 9(B)+(5-B)g )+ (3-7)29" (B)+ -

g(8) =Y (y; — B)? g(B) = (y; — 9)°
g (B) =-2> (y;—B)
= —2ny + 2n0 g(B)=0
g"(B) = 2n 9" (B) = 2n

Therefore, ¢(B) = g(B)+0+n(B-B)°+---



Note:

S(yi—0)° =Y (yi—B+B8-5)~
=3 W= B>+ 2B -Bwi— B+ (B-8)?
=Y (y; — 9)° + 0+ n(B— B)* exactly!!

Dual: n = 100 and n = 400 (see sketches)

Tentative conclusion:

steeper criterion = more accurate parameters



Multivariate

g(B) = é'e
Y = X34 ¢
B~ N(B,02(X'X)™1)

Multivariate Taylor’'s series:

9(8) = 9(B)+(8 — H)'Va(B)+
BBV (B)E B+



g9(B) = Y'Y — 28" XY + 8' XX 33

Vg(B) =0—2X'Y +2XtX3

Hessian is V of Vig(8); so
Vig(B) = —2YiX + 28t XX
and

VVig(B) = -0+ 2Xx'X.



For our least-squares problem:
. 1 . .
9(8) = 9(B) +0+ (8- B3)2(X'X)(B - B)

=Y'(I-H)Y + (8- B)"(X'X)(B - B)
(see sketch)

Facts about Positive Definite Matrices

A= X'X symmetric

Look at the quadratic form

t t vyt t
P — >
yAy=y X" Xy=ww>0 Vy

w



Look at eigenvalues/eigenvectors:
A’Uk:AkUk k=1,...,p
and

v};vk=1 v};vgzO k#¢.

Assume A1 > Ap > --- > Ap. Consider
vy, (Avg) = vf, (Mg vg) = A, (Vvg) = A > 0

so, in fact, all the A > 0.



Definitions: A symmetric matrix
Ais p.d. ifall Ay >0

Ais p.s.d. ifall A\p >0

Ais nd. ifall A <O

Alis n.s.d. ifall Ap <0

A is indefinite if some A\, > 0 & some A\, <O



Level Sets

g9(B) =g(B)+ (B-B)'AB-B)

Find values of 3 satisfying

(B-BPAB-B)=c

(see sketch)



a; O 0
Suppose A = O w2 O
0 0 - ap
By inspection, Ae,. = apex, SO eigenvectors
are the coordinate axes. Level sets satisfy

t 2 P yl%
yAy= ) apyp =, - =c
k=1 =1 1/ag

which is an ellipse.

(see sketch)



Note:
A’Uk = )\k’l)k = V. = )\kA_lka
— — VL = A_l’Uk
so the eigenvectors of A and A~1l are the

same, while the eigenvalues are reciprocal of
each other.



Next, find point, y, on the level set in the
direction, v1; thus y has the form awv;:

ytAy = c
a? vt Avy =c
A1
SO that
2 C
Y
Since A1 is the largest eigenvalue, this is the
shortest axis of the ellipse. Also, changes in

B in that direction give the quickest increase

«



in the criterion function, BUT most accurate
in that direction.

In general, points y. = aj v on the level set
satisfy

(X%’U};A’Uk:c =  ap=,/—

C
Yk = /1 Vk-
Ak



In R2, see sketch of ¢g(B8) about ¢g(3)...

Recall that ¢2(3) = 02 (X'X)~1. Thus,
Var(w'B) = v’ 062 (Xtx) 1w

Look in the direction w = vg:

1 oZ
o2 vi (XPX) T, = &
Ak
therefore
O¢
std(w'B) =
VAL

see sketch...



or get same result by recalling
B—B~ N, (X'X)™H)
has level sets
(BB B-P) =c
Look in the direction 8 — 8 = ay vy, then
oz% ful’; (aQ(XtX)_l)_l v = C
(XtX) v = ¢

_k
2
O¢ >‘k




SO

(see sketch).... note the same orientation in
the end.

THE END

Well, now for the computer demos...



