Statistics 581 MATHEMATICAL PROBABILITY 1

INDEPENDENCE

Independence of two events in (2, B, P)
P(AB) = P(A)P(B)
Independence of a finite number of events Ay,... A, in (€, , P)

el

How many conditions are these?
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Independence of finite number of classes of sets in B

<= independence of all possible sets chosen “one from each class”

Independence of arbitrary set of classes of sets in B

<= independence of all possible finite subsets of classes
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Theorem 4.1.1. If
Oi,i = 1,...7?,,

are independent m-systems, then
o(Cy), i=1,...n,

are independent.

Proof (whiteboard).
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Independent random variables

VteT, X,:(QB8) — (R,B(R))

{X;, t € T} is an independent family of rv’s iff {o(X,), t € T'} are
independent.

Examples
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Theorem 4.2.1.
Family {X;, ¢t € T'} is independent

iff all the finite dimnesional distribution functions factorize, i.e.,

YV finite JCT, FJ(th, t e J) = P[Xt Sxt, t e J] :HP[Xt S.fljt]

teJ

Proof (whiteboard)
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Examples of independence

Dyadic expansions (whiteboard and self-study)
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Renyi Theorem

Assume {X,,, n > 1} are iid with common continuous distribution
function F'(x).

(a) The sequence of random variables (ranks) {R, n > 1} is

independent and

(b) The sequence of events {A,, n > 1} , where A, = [R,, = 1], is

independent and
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Proof

Due to continuity,
P[Ties] =0

where
Ties] == | J[X: = X}].
i#]
(This requires a proof, see p. 97, whiteboard and self-study)

Therefore

Also, (b) = (a).
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Since {X,,, n > 1} are iid

P[Xr1>Xr2>--->Xrn]=ﬁ

where

(11,72, ;) = permutation(1,2,...,n)

But we have an equivalence
[Xrl >Xr2 > e >Xrn] = [Rl :TlaRQ :T27-°°7Rn :Tn]

SO
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Now
PR, = r]= Y  PlRi=r,Ry=ry... . R,=r)]
r1,r2, " y\m—1
1 1 1
— e — 1) — —
Z n! (n=1) nl' n
r1,72, "y 'n—1
hence

P[R1:T17R2:r27"'7Rn:Tn]:HP[Ri:Ti]

and {R, n > 1} independent
]
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Groupings
Independent family of o-fields

{B;,, t €T}

Groups
T, se S}, T, NT,, =0, 51 # s9

Grouped o-fields
BTS = O'{Bt,t € TS}
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Lemma

{BTS, S € S}

is an independent family of o-fields.

Proof. Self-study

FEzxamples: (whiteboard and self-study)
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Borel-Cantelli Lemma

If
Z P(A,) < o

n

then
P([A; t0]) = P(lim sup A,) =0

n—-mam;Oo
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Proof

P([Ayio) = P(()JA4)=P(lim [ ]A))

n—-00
n>1j3>n j=n

< lim supP(U A;) < lim SUPZP(AJ')
jzn jzn

= lim_ Y P(A) =0

Jjzn

]

Explanations and examples (whiteboard)
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Borell Lemma

If {A,, n > 1} is an independent sequence of measurable sets (events),
then

0 <= >  P(A,) <

Plldnrel) =1 3 P(4) =0 |
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Proof

We have to prove that ) | P(A,) = co = P(|4, i0]) =1 under
independence.
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P([A, t0]) = P(lim sup A,) =1— P(lim inf A))

= 1— lim P(MpAY) =1— lim lim P(NJ, Af)

= 1- lim lim [[[1— P(A)]

k=n

Vv

1— lim lim ][] exp[-P(A)] (why?)
k=n

= 1— lim lim exp[—ZP(Ak:)]

n——00 M ——00
k=n

> 1— lim exp[—» P(A;)]=1- lim 0=1
k=n

The proof is complete (77)
]
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Kolmogorov 0-1 law

Tail events - events depending on the tail of a sequence of random
variables, in a very abstract sense, i.e. not on any particular protion of
the tail, but on the “manner in which the tail behaves”

{X,, n > 1}, asequence of rv’s, define

fn — J(X17X27°°°7Xn)7 fnT
‘F;?, — O'(Xn_|_1,Xn+2,...), F;%l

foo :(T(Xl,XQ,...,Xn,...) :O'(fl,fg,...,fn,...)
and finally, the tail o-field

7 = lim lJ(Xn+1,Xn+2,~-):ﬂ]:7/z

n—-m:aO0
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Ezxamples (details, whiteboard)

{w : ZXn(w) converges} cT

{w : lim X, (w) converges} = {w : liminf X, (w) = lim sup Xn(w)} eT
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Theorem 4.5.5. Suppose we have an iid sequence of rv’s

{X,, n>1}

Then

AeT = P(AN)=< or

or in other words

P(ANA) = P(\) = P(A)?

ie. A is independent of itself.
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o-algebra composed of sets A

y

0
such that P(A) = { or is called almost trivial
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Proof
We have
ANeT CF CFy
hence
FoLFo = ALF = AL|JF
Set
C={A} L | AR =0C

therefore

Ae {0, QAN =0{A} L of( JF}=Fx2A
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Consequences
Lemma 4.5.1.

Let G be almost trivial o-field and let X be a rv measurable wrt G.
Then

for some constant c.
Proof, whiteboard

Corollary 4.5.1, whiteboard
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