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THE CALCULATION OF MOMENTS OF A 
FREQUENCY-DISTRIBUTION. 

By W. F. SHEPPARD. 

[Note. This paper deals mainly with simplification of method. The results 
obtained in ?? 8 and 11 are new.] 

1. Let the range of observed values of x, the measure whose frequency is 
under consideration, be from xr - ih to x,3 + ih, this range being divided into n 
equal segments h, the values of x at whose nmiddle points are x1, x, .. x, ... x; 
and let the areas standing on these segments be A1, A2, ... Ar, ... A", the sum of 
these areas, which is the total frequency-area, being 1. Then, if 

Z =f(x) ....................................... (1) 
is taken to be the equation to the curve of frequency, we hiave J x,+ih ih 

Ar= f (x)dxI f (xr+ O)d d .................. (2). 
- h J*h 

It is required to find a method for calculating 

vp xPf(x) dx ............................. (3), 

which is the pth moment of the frequency-area about the axis of z; or, more 
generally, for calculating, 

x 
p(x)f(x)dx ............................. (4), 

where 4 (x) is a function of x which either may be given explicitly or may have its 
values tabulated for a series of values of x. 

2. The most general method involves the use of a quadrature-formulla. If we 
denote by I the area of the frequency-curve up to the ordinate z, so that 

x 

f=h f(x)dx .............................(5), 

we have f (x) =. - ..(6), we 
have f(Z)= 

~~~~~~~dxI ............................. () 
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and therefore 
fxX, + jh 

i x1-jh4) (x) f (x) dx 
I1- ih 

fx,?h d l 
0 (x) dx 

I1-=i+h i dx~ 
_ =_I4)(x)j - j 14' (x) dx 

x=xlZ -z- ih Jx-ih 
rn + ih 

=-0 (jn + i h)1- J I ' () dx ..................... (7). 
xl- ih 

The expression which has here to be subtracted from 4 (x,n + ih) is the area, 
from x = x, - 1h to x = x, + Ih, of a curve whose ordinate at any point is 1+'(x). 
The ordinates at successive distances h, commencing and ending with the extreme 
ordinates, are 

0 

A14' (x1 + Ah) 

(A1 + A2)4)'(x2+ Ih) ...................... (8), 

(A I+ Al .. + An-,) -'(x,C-, Jr I h)| 

'(x, + ih) / 
and the area can be expressed in terms of these ordinates by a quadrature-formula. 
If, for instance, we use the ordinary trapezoidal rule for bounding ordinates, we 
have (using the symbol - to denote approximate equality) 

f (x)f(x)dx4)(x, + Ih)-h {A,' (x +Ih)+(A, +A,)4'(x2 + Ih) 
+ .**+ (Al + A2 + * * + An-l) 0 (n-i + ih) Jr 0;'(xn Jr i h)3 ... (9). 

For the pth moment, 4 (x) xP, and therefore 

VPI xSPf(x) dx=(x$n + i h)P - pa .................. (10), 
x1-ih 

where A is the area of a curve whose ordinates at successive distances h, commenc- 
ing and ending with the extreme ordinates, are 

0, A1 (x1 + Ih)P-1, (A1 + A2) (x2 + I h)P1, ... 
(A1 + A2 + **. + An-1) (xn-l + i h)P-1, (xn + Ih)r-1. 

This area can be calculated by a quadrature-formula. 

3. There is an alternative method, known as " correction of raw moments," 
which is applicable only to a " quasi-normal " curve, i.e., to a curve which at the 
extremities of the range is so close to the base z = 0 that the ordinates from 

f(XI-A) to f(x1) and from f (x) to f (x + A) may be regarded as negligible. This 
method will be considered in the following paragraphs; exact and approximate 
formnutlae being distinguished by the use of the symbols = and :. 
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4. The raw moments are obtained by massing each of the areas A1, A2, ... An 
along its central ordinate, so that, if pp denotes the raw pth moment, 

pp-A1x1P + A2X2P + . . . + AnxnP .................(11) 

Now the expression on the rig,ht-hand side of (11) is an approximate expression 
for the area from x = x- h to x = xn + ih of a continuious curve whose ordinates 
at X = X1, X = X2, ...x = xn are Alx1P/h, A2x2P/h, ... Acx,Plh, the ordinate at x = x 
being 

Ar,xr/h = xY. h J f(xr + ) dO. 

The condition of continuiity obviously requires that this should be the expres- 
sion for the ordinate, whatever the value of r may be. If therefore we write 

JXn++h 1 fh 
x,z_* hJ if(x +0) d.d@x @@@@@ .................................... (12), 

we have, approximately, 
pp- p ....................... (13). 

Now Ar/h is equal to the average value of the ordinate f(x) of the original 
curve for values of x between xr - jh and xr + 'h. We therefore take a new 
curve 

z= F(x) .................................... (14), 
related to the original curve in such a way that the ordinate of the new curve corre- 
sponding to x=4 is equal to the average value of the ordinate of the original 
curve for values of x between 4-ih and 4 + gh, so that 

F(x) -ih f (x + G) da ........................ (15). 

This curve may be called the spurious curve of frequency, since its ordinates at 
successive distances h are proportional to the frequencies found by classification 
with intervals h. Also, by (12), 

px,,+0h 

Bp xPF(x) dx .............(16), 1 1- ih 
and therefore Rp is equal to the pth moment of the spurious curve, taken between 
the same limits as the original curve. 

5. In building up the value of Rp as given by (12), any particular value of 
f (x)/h is multiplied by th-e valuie of xP corresponding to the central ordinate of 
every strip of breadth h in which f (x) is included; i.e. it is multiplied by the pth 
power of the distance of f(x) from every ordinate in the strip of breadth h whose 
cetntral ordinate is the axis of z. Hence, subject to certain corrections in respect 
of the strips at the two ends, 

P h f(x + ) d. dx=f (f) . f(x + )P d9 . dx. 

To obtain this result by more exact methods, suppose that the range of values 
of x is extended by at least ih in each direction, and that a solid is generated by 
moving the frequency-area at right angles to itself through a distance ih on each 
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side. The section of this solid by a plane through the ordinate f(x), at right angles 
to the central section, is a rectangle of height f(x) and base h; and the volume of 
the strip comprised between two such planes, through ordinates f(x) and f(x + dx) 
of the central section, is hf (x) dx. If, however, we turn these planes round, so as 
to be inclined at an angle of 450 to the central section, the volume comprised 

between them will be f(x +9) dO. dx = hF(x) dx. Hence, if we write 

xF,+ih l h 
SPJ f(x).J ( + 

_ ) dO. dx .................(17), 
and compare it with 

px,+jh 1 h 
JRxpl -J f(x + O)dO dx .....................d. (12), 

we see that each of the expressions hSp and hRp represents the sum of all the 
values of 4PdV, where dV is an element of a certain portion of the solid, and t is 
its distance, measured parallel to the axis of x, from a plane through the axis of z 
inclined at an angle of 450 to the frequency-area, and that in each case the portion 
of the solid for which the summation is made is bounded by parallel planes through 
the ordinates f(x1 - ih) and f (x. + Ah) of the central section; but that in the case 
of hSp these planes are at right angles to the central section, while in the case of 
hRp they are inclined at an angle of 450 to it. The difference between hSp and 
hRp is therefore the difference between the values of Y;,PdV for certain portions of 
the solid standing on triangular bases at its extremities. In the case of a quasi- 
normal curve these values are negligible, provided p is not too great, and there- 
fore hRp and hSp are approximately equal, i.e. 

BP Sp *. . .. . . .. . .. . .. * (18). 
Hence, by (13), pp Sp ................................ (19). 

6. Now expand (x + 0)P in powers of 9, substitute in (17), and integrate. 
Then, substituting v1, v2, v3, ... for their values as given by (3), 

S (p ( 1)()2vp+(p-)(p (20), 

the series continuing till we reach v1 or v0; and therefore, by (19), 

pp A- VP + p (P-l 1) (1h)2 vP- +P (p-l 1)(p p-2)(p --3) (1h)4 v _-4 (21 
~~2p-V2+ 32.3.4. 5(2) 

Writing p = 1, 2, 3, . .. successively in (21), and remembering that po = v" = 1, we get 
a series of equations for determining v1, V2, V3, ... in terms of PI, P2, P3, ...; and it 
will be found that these equations give 

Vi 'Pi 

V2'2P2 - )M 
V p4p 2+ph h j 
3P4 -Jh2P2 + 4h4 8 SS@@@o @@..........................(2) 
V5 Pr, - gh2p3 + jh4p| 

Biometrika v 58 
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The first of these results is of special importance, as showing that in the case 
of a quasi-normal curve the mean as given by the raw first momaent is approxi- 
mately the correct mean. 

7. If we want the moments about the mean it is usually simplest to calculate 
them about some convenient axis and then transform to the mean. If N,, N,, 
N3, ... are the moments, about any ordinate, of a number of frequencies (whether 
continuous or discontinuous) whose sum is unity, the pth moment about the 
mean is 

M p(p - 
1) .2-+ IPpN,'lN, + (-)PN,P. .,(23). 1Up = lVp - pNNp-, +P (P 2 N12NP2-.. + (-f -pN-N+ -? ..(2) 

For calculating N,, N2, N,, ... by the method of ? 2 it is most convenient to take 
as axis an ordinate bounding one of the given areas A,.; but for the method of ? 6 
it is most convenient to take the mid-ordinate of one of these areas. When we 
have found the raw momenits pl, P2, PS, *.., we may either find the corrected moments 
v, v2, v,, ... by (22), and then transform to the mean by (23); or we may find the 
raw momnents about the mnean by (23), and then correct these by (22). The latter 
is perhaps the simpler method in most cases. If we denote the raw moments 
about the mean, as found from the raw first moment, by 7r1, 72, 7r8,, ... we have 

7rl = 0 

72= P2 P 
'ir,= PS- 3pIp2+ 2p,3 )......... 2) 
7r= P4- 4ppB + 6pp - 3pi 4( 2). 
5= p -5p, P4 + IOP12PS - IP13P2 + 4pi5 

and the corrected moments about the true mean are 

/ =O 0 

2,v2- h2 1 

/As VS ........................... (25). 
P4 V4 - h27ir2+ yh-h4} 
IA5 7r5-jh27r l 

It is easy to verify that we get the same results by expressing VI, V2, VS, ... in 
terms of pl, 1 p2, p ... by (22), and p2, /As, ... in terms of vi, v2, vs , ... by (23). 

8. In applying these results to the calculation of probable errors we must 
make allowance for the error introduced by the grouping of measurements into 
classes. Suppose, for instance, that there are n individuals, and that each value 
of x is measured to the nearest inch, so that h = 1 inch. If we knew the exact 
values of x, we could calculate the mean $l'=- /n of these values, and take this 
to be equal to v,. There would then be an error vl'- v,, and the mean square of 
error would be ,u2/n = (v2- v,2)/n. Since, however, the measuirements are only taken 
to the nearest multiple of h, the value of x as tabulated for each individual differs 



W. F. SHEPPARD 455 

from the true value of x for this individual by an error 9, which may have any 
value between - ih and + ih; and the mean as calculated will not be vl' but 
vI' + 0/n. The mean square of error of the mean as calculated will therefore be 
(V2 - V12)/n + Ah2/n - (p,- p12)/n,; and the probable error will therefore be, not 
674491V12/n, but 674491w72/n, where 7r2 is the mean square of deviation from the 
mean for the spurious curve. This indeed is obvious from the fact that we are 
deducing the mean from the raw first moment pl', so that the probable error is the 
probable error of pi, which is 67449./7r2/n. 

Similarly if we take p2 to be equal to 72r' - Eh2, where 7r2' is the value of 72 as 
calculated from the actual measurements, the error in /2, due to the limitation of 
number of observations, is equal to the error in 7r2; and the mean square of this 
latter error is ('7r4 -7r22)/n. Hence the probable error in the standard deviation will 

be, not .67449vb14p n, buit 67449V 4JZ2/n. 

It may be observed that, if we only want the mean and the standard deviation 
and their respective probable errors, we can conveniently calculate (7r4 - 7r22) from 
the formula (obtained from (24)) 

4 (r4 -2 = i (p4 -4P'P3 + 3p22) -22 .................. (26). 

9. The formulae (22), giving the corrected moments in terms of the raw 
moments, have been obtained indirectly, by first expressing the raw moments in 
terms of the corrected moments. It would be desirable to obtain them directly. 

The argument of ? 5 is quite general, and we might replace xP in (18) by fr (x), 
provided that the values of j (x))f(x) are negligible between x = xi - h and x = 
and between x = x,, and x = x,, + h. We then have 

Jx, +jh l ih x+ h ih 
f(X) -h # (x +9) d. dxi- I (x).* h f(x+ 0)dO.dx...(27). 

;2r-h -.J Jh 

If therefore we can find a function +p (x) such that 

fh *p (x + 0) d - xP. .(28), 
xln + ih 

we shall have vp = J xPf (X) dx 

Jx x+ jh 
xI - ih 

A 4r, (x,) + A2+p (X2) + ... + A,*p (x,) ......... (29). 
It is clear from (28) that +o (x) = 1 and +1 (x) = x. Also, if we write 

4p (x) = xP + %p (x), we find from (28) that h 
XP (x + 9) dO is of degree p -2 

in x. Hence, repeating the process, we find that p, (x) is a rational integral 
58-2 
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function of x of degree p, containing only terms in XP, Xp-2, XP-4, We may 
therefore write 

*p() X)xP +kIp ( 1p )(jh)2 XP-2+lk2p (p- )(p - 2)(p - 3)(jh)4 XP'4+... ...(30) 

={1 + k (ih)2 dX +1k2(ih)4 d-+ ... }xP. ... (30 A), 

where kl, k2, ... are coefficients to be determined. Now substitute from (30 A) in 
(28), and integrate. Then since 

-h + = __ q (q - _) q (q -1)(q - 2)(q - 3) f(x+ O)qdO = O + ~ l(ih )2 X,2 + 2345 ()4Vx9-4 +. 

= I1+ (jh ()2- d-+ (1h()4 d+ *. X * 
we have 

1 iyd2 1 __2 '1 
{1 + !(ih) d2 +5(ih +**}jjl+kl (jh)2- + k21(jh)4 + ... $P =$P 

and therefore the coefficients ki, k2, ... are such as to nmake 

(1 + tb; +!j0 + ..............) (I + k, 952 + k2964 + .............. )=1. (31) 3! 51.31 

identically. This gives 

1 02 + 04 + . -1+ 4p + 5+4 + ... 

sinh 4) 

sinh 4 
P1 P2 = - Iq2+ 2 

4_........................ . (32), 

where, if B1, B2, B3, ... are Bernoulli's numbers, 

Pr-(2t-2) B,z*e sss..(33), 
the first few values being 

P1= P2=&, P3=*} p4=i . .. ........... (34). 
Equating coefficients in (32), and substituting in (30 A) and (30), 

irP (() = I _ Ih\d)2 P2 )hh4 d(35) 

___(__ 1 2 _ 
p (.p - 1)( -2)( -3) h4XP-4 ..,(36). 

This result might have been obtained at once from (28) by a more liberal use 
of symbolic methods, since, if we write D --d/dx, this gives 

sinh jhD l) (x = p) 
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and therefore 

(x) - -i-hD DP ~4p()sinh IhD 

{1- t (IhD)2 + 4 (jhD)4- *} X, 

which is identical with (35). 
Substituting from (36) in (29), we find 

vp ;Ar*p (Xr) 

{ ( ')h ,? Prp12 + )7I(P -1)(p-2)(p- } 3) 4-. 1 2 12 2 46 1. 2.3.4 .p_tP (p-1) y + 7 p (p p- 1)(4p -2)(p p-3)h 

as the general formula of which those in (22) are particular cases. 

10. The preceding results may be extended to any function 0 (x) which can 
be expressed as a series in positive integral powers of x. Writing 

pi_ d2 P2 __ 

% (X) _ 6-2! (1h)2 d' + -2 (JLh)4d- (x) ......... .... (38) 

- (- )2 Ot ( h) + P2 )4 Piv (X) 
. ... ...... 

(38 A), P, (h h 

we have 
- h X (x + 0) dO=P (x) .(39), 

and therefore, by (27), 
x,n Jr Ih rxn+ih 

I +h (x)f (x) dx J X (x) F (x) dx ................ .. (40) 
J x,-jih Jl-i 

.X ( Xr) A r ...................... (40 A), 
provided that the values of / (x)f(x), 0" (x)f(x), ... are negligible between 
x=x,-h and x=xl and between x-=x and x-xw?+h. 

To replace the approximate formula (40) by an exact formula, we must take 
account of the difference between the valuies of IX (t) d Vh as calculated for the two 
solids considered in ? 5. It is easy to show that 

n 2+1h xn+ih 

J1,. h (x)f(x) dx =| (x) F(x) dx + T ............... (41), 
where 

h- ih Jo x(xn + ih + /)f (xn + 2L + c-0) 
XI-% (1h + O)f (xi (- h + 0 - O)} do. d ...... (42). 

Also to replace (40 A) by an exact formula, we have by the Euler-Maclaurin 
formula, adapted for summation of mid-ordinates, 

J xn + Rh 

-hX (x) F(x) dx = ''4X (xr) Ar+1R.......... (43), 
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where 

R F 
[P21h)2 d- !(i1h)4 - + ... X (X) F(X) - (4), [2~ d-x - 4! dx3 x=x -jih... 

and therefore 

i 4 (x)f (x) dx = X (xr) Ar + R + T.................. (45). 

11. The cases in which we require the value of a quantity which can be 

expressed in the form f (x) f (x) dx, where 4 (x) is not of the form xP, are usually 

cases in which 4 (x) is not given explicitly in terms of x, but its values are 
tabulated for a series of values of x. If, for instance, we wished to find the rate of 
mortality of a certain section of the population, whose age-distribution was given, 
we should take + (x) to denote the rate of mortality at age x, and the above 
integral would then give the rate of mortality of a population the proportion of 
which between ages x and x + dx wasf (x) dx. 

The formulae of ? 10 apply to such cases, if the age-distribution is quasi- 
normal, provided that ih is so small that, for every value of xr from x. to x", 
4 (x?r + 0) can be expanded in a series of powers of 0 which is convergent between 
the limits 9= + ih. This is practically equivalent to a condition that when the 
values of + (x) are tabulated at intervals of h in x the successive differences con- 
verge with sufficient rapidity to enable interpolation-formulae to be used. When 
this condition is satisfied, we have from (40 A) 

x.n + JA 
0 +(x)f(x) dx -t (xi) Al + %(x2) A2 +... +%X(xn) A., 

where X (x) is given by (38 A). To adapt this for practical calculation, we must 
express X (xr) in terms of the tabulated values of (x). It is only necessary 
to consider two cases. 

(i) Suppose that the series of values for which 4 (x) is tabulated comprises 
the mid-values ... x1, x2, ... xn, .... Then, confining ourselves to central-difference 
formulae, with the notation I have adopted elsewhere*, and using symbolical 
methods, we have 

8 2 sinh JhD, 

andt % (x)- sinh 4hD (x) () (6 + x...... (46), 

so that, denoting 4) (x) by u, 

x +0 r=n J q 4uf (x) dx X (Ur 82.r + zi-.84'ur A r .(47). 
zl-ih r=1 

* Proc. Lond. Math. Soc. Vol. x-xxi. p. 449. 
t Ibid. p. 465, formulae (75). 
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(ii) Suppose that the series of values for which p (x) is tabulated comprises 
the determining values ... x,- h, xi + 2h, ... x, + h, . Then, if 

,= cosh NhD, 
we have* 

X (X) sinhhD I ()= ( h + 14 86 + X) .....((48), 

so that 

JX+jh r=n 
u x f()d r - I 82Ur -I + 184 r-I 

-jh r=1 

4- (ir + I - 82 Ur+ji+ 1w84 Ur+i . ) Ar. - (49). 
This last result may also be written 

Jn+ih r=n 
uf (x) dx - {fur + i - + 82 Uri + gi8.4 . . (Ar+Ar+A) * (50), 

Ix-Ih r=O 

each of the extreme areas A, and An-- being zero. 

* Ibid. formulae (74). 
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