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The length of a bounded interval I (open, closed, half-open) with endpoints a and b

(a < b) is defined by `(I) := b − a. If I is (a,∞), (−∞, b), or (−∞,∞), then `(I) = ∞.
Is it possible to extend this concept of length (or measure) to arbitrary subsets of R ?
When one attempts to do this, one is led rather naturally to what has become known
as Lebesgue measure, named after Henri Lebesgue [1875–1941] who was one of the
first people to carry this out in complete detail and to apply it with great success to
many problems of real and complex analysis, especially to the theories of Fourier series &
integrals. It led von Neumann [1903–1957] and his followers, most notably Alain Connes,
to the astounding and vastly more general theory called noncommutative geometry
where measure theory evolved via the spectral theory of operators on Hilbert space
to von Neumann algebras with applications to diverse parts of mathematics & physics.

Given a set E of real numbers, µ(E) will denote its Lebesgue measure if it’s defined.
Here are the properties we wish it to have.

(1) Extends length: For every interval I, µ(I) = `(I).

(2) Monotone: If A ⊂ B ⊂ R, then 0 ≤ µ(A) ≤ µ(B) ≤ ∞.

(3) Translation invariant: For each subset A of R and for each point x0 ∈ R we define
A + x0 := {x + x0 : x ∈ A }. Then µ(A + x0) = µ(A).

(4) Countably additive: If A and B are disjoint subsets of R, then µ(A ∪ B) =
µ(A) + µ(B). If {Ai} is a sequence of disjoint sets, then µ (

⋃

∞

i=1 Ai) =
∑

∞

i=1 µ(Ai).

It turns out that it is not possible to define a function µ : 2R → [0,∞] that satisfies all of
these properties. It is possible if we allow our measure to assume “infinitesimal” values;
that is, if we take µ : 2R → [0,∞]∗, where [0,∞]∗ ⊂ R∗, a nonstandard model of R.
But this possibility is not discussed any further here. Rather, we determine the largest
family M(R) of subsets of R for which (1)–(4) can hold with µ : M → [0,∞]. Members
of M = M(R) are called the Lebesgue measurable subsets of R. Subsets of R that are
not members of M are called nonmeasurable sets. We proceed as follows to define µ.

Definition 1 For each subset E of R we define its Lebesgue outer measure µ∗(E) by

µ∗(E) := inf{
∞
∑

k=1

`(Ik) : {Ik} a sequence of open intervals with E ⊂
∞
⋃

k=1

Ik }.

It is obvious that 0 ≤ µ∗(E) ≤ ∞ for every set E ⊂ R.

Theorem 1 Lebesgue outer measure µ∗(E) is zero if E is countable; extends length; is
monotone & translation invariant; and is countably subadditive: ∀ sequence Ei ⊂ R,

µ∗

(

∞
⋃

i=1

Ei

)

≤
∞
∑

i=1

µ∗(Ei).
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That is, every subset of R has Lebesgue outer measure which satisfies properties (1)–(3),
but satisfies only part of property (4). Examples of disjoint sets A and B for which
µ∗(A ∪ B) 6= µ∗(A) + µ∗(B) seem at first a bit bizarre. Such an example is given below.
But first we proceed to define the class M of measurable sets—those for which (4) holds
as well as (1)–(3).

Definition 2 A set E ⊂ R is called Lebesgue measurable if for every subset A of R,

µ∗(A) = µ∗(A ∩ E) + µ∗(A ∩ {E).

Definition 3 If E is a Lebesgue measurable set, then the Lebesgue measure of E is
defined to be its outer measure µ∗(E) and is written µ(E).

Theorem 2 The collection M of Lebesgue measurable sets has the following properties:

(a) Both ∅ and R are measurable; µ(∅) = 0 and µ(R) = ∞.

(b) If E is measurable, then so is {E.

(c) If µ∗(E) = 0, then E is measurable.

(d) If E1 and E2 are measurable, then E1 ∪ E2 and E1 ∩ E2 are measurable.

(e) If E is measurable, then E + x0 is measurable.

(f) Every interval is measurable and µ(I) = µ∗(I) = `(I).

(g) If {Ei : 1 ≤ i ≤ n } is a finite collection of disjoint measurable sets, then ∀A ⊂ R,

µ∗

(

n
⋃

i=1

A ∩ Ei

)

= µ∗

(

A ∩

(

n
⋃

i=1

Ei

))

=
n
∑

i=1

µ∗(A ∩ Ei).

In particular, when A = R, we have

µ

(

n
⋃

i=1

Ei

)

=
n
∑

i=1

µ(Ei).

(h) If {Ei} is a sequence of measurable sets, then

∞
⋃

i=1

Ei and
∞
⋂

i=1

Ei

are also measurable sets.

(i) If {Ei} is an arbitrary sequence of disjoint measurable sets, then

µ

(

∞
⋃

i=1

Ei

)

=
∞
∑

i=1

µ(Ei).

(j) Every open set and every closed set is measurable.

Remark 1 Lebesgue measure µ(E) satisfies the properties (1)–(4) on the collection M
of measurable subsets of R. However, not all subsets of R are measurable.

Theorem 3 Properties (1)–(4) imply there exist nonmeasurable sets. M 6= 2R.
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Since all open sets and all closed sets are measurable, and the family M of measurable
sets is closed under countable unions and countable intersections, it is hard to imagine a
set that is not measurable. However many such sets do exist!

Proof of Theorem 3 (An example of a nonmeasurable subset of R):
Define the relation x ∼ y on R to mean that x−y ∈ Q. One easily checks that x ∼ y is an
equivalence relation on R; reflexive, symmetric, and transitive. Therefore this relation
x ∼ y establishes a collection of equivalence classes of the form { x + r : r ∈ Q }. Each
equivalence class contains a point in the interval [0, 1]. Let E ⊂ [0, 1] be a set that consists
of exactly one point from each equivalence class. (Note the use here of the Axiom of
Choice.) Let { ri : i = 1, 2, 3, . . .} be an enumeration of the denumerable set of all
rational numbers in the closed interval [−1, 1], and let Ei = E +ri for each i = 1, 2, 3, . . . .
We claim that

[0, 1] ⊂
∞
⋃

i=1

Ei ⊂ [−1, 2].

The second inclusion is obvious. To prove the first, let x ∈ [0, 1]. Then there exists y ∈ E

such that x−y is rational. So x = y + rj ∈ Ej . Furthermore, Ei ∩Ej = ∅ whenever i 6= j.
For otherwise, there would exist y and z in E such that y + ri = z + rj which would imply
that y ∼ z, a contradiction. Now suppose that E is a measurable set. Then each Ei is
measurable and µ(Ei) = µ(E) by translation-invariance (3). But Theorem 2(i) yields

1 ≤ µ

(

∞
⋃

i=1

Ei

)

=
∞
∑

i=1

µ(E) ≤ 3,

which is impossible. Therefore the set E is not measurable. 2

The above proof uses only the properties (1), (2), (3), and (4). It does not use any other
special property of Lebesgue measure. It follows that there is no real-valued measure
function µ that satisfies all four properties on all subsets of real numbers. In particular,
suppose that µ∗(A ∪ B) = µ∗(A) + µ∗(B) for arbitrary disjoint subsets A and B of R.
Using the notation introduced in the above proof, this would imply that

3 ≥ µ∗

(

n
⋃

i=1

Ei

)

=
n
∑

i=1

µ∗(Ei) = nµ∗(E)

for all integers n ≥ 1. The only way for this to occur (for real µ∗(E) ≥ 0) is for µ∗(E) = 0;
but then E would be a measurable set, a contradiction. However, the equality µ∗(A∪B) =
µ∗(A)+µ∗(B) is valid for all disjoint measurable sets; and this is the reason for restricting
µ to the family M of all measurable subsets of R.

A family A of sets is called an algebra if ∅ ∈ A, E ∈ A ⇒ {E ∈ A, and A is closed
under finite unions (and hence also under finite intersections). An algebra of sets is called
a σ-algebra if it is also closed under countable unions and intersections. The family 2R

of all subsets of R is a σ-algebra. By the above theorems, the family M of all Lebesgue
measurable subsets of R is also a σ-algebra. It is clear that an arbitrary intersection of
σ-algebras is again a σ-algebra. Let B denote the σ-algebra that is the intersection of
all σ-algebras that contain the open sets. This σ-algebra B, called the family of Borel
sets, is the smallest σ-algebra that contains all the open sets. All countable sets, all
intervals, all closed sets, all open sets, all Gδ’s, and all Fσ’s are Borel sets. Every Borel
set is measurable, but there are many measurable sets that are not Borel sets! Thus
B ( M ( 2R. See [7] for proofs and much more, including the Integrals of Lebesgue,
Denjoy, Perron, and Henstock simply and systematically presented. It turns out that
Henstock = Perron = Denjoy ⊃ Lebesgue ⊃ Riemann; and Henstock’s is the simplest [8].
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deuxième édition, hermann & Cie éditeurs, paris 1953. A definitive classic.

c© G. H. Meisters January 1997

4


