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The random variable results we have dis-
cussed follow from useful properties of the
Fourier or Laplace transform of the proba-
bility density, f(x):

Fx(t) = /f(a:)eimd:c = F [eitX}
where 1 = /—1 or
Mx (t) = /f(a:)etxda: = F [etX} :

These are uniquely defined functions, in 1-1
correspondence with a density. These ex-
ist for both discrete and continuous density
functions.



Example 1:

Binomial X ~ B(n,p).
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letting ¢ = 1 — p. The Binomial expansion
shows that f(z) sums to 1.
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also by the Binomial expansion.



Example 2: Z ~ N(0O,1).

My(t) = E[et?] = /OO e’? f(2)dz
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since the integrand is a normal density with
u=tand c =1.



Example 3: X ~ N(u,o02)

Equivalently, X = u+ocZ. Then

Mx (t) = E[e™]
— E:et(u-l-oZ)]

ElethttoZ] — pletn gtoZ)
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et M, (to)
— it (t0)?/2

1
= exp{ut + 502752} :



Example 4: Y = " ; X; where X; is a ran-
dom sample from N(u,c2).
My (t) = E[e"]
= EletX1tXot+Xn))
= E[e'*1] E[e!*2] - - - E[e"*7]
— E'etX]_]’rL
= exp{ut + o°t%/2}"
= exp{nut + n02t2/2}
~ N(npu, n02) .

It follows that X ~ N(u,02/n).



Example 5: Relevant for our regression prob-
lem:

n
S= Y w;¥; where Y;~ N(u;0?).
i=1

Mg(t) = Ele"”]
= E[etWiY1 gtw2)2 . glwn¥n)
— E:etwlYl] E[ethYQ] . E[etwnYn]
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= [1 My;(wit)
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= ﬁ exp |ui(wit) + o (wit)?/2]
=1




Continuing

Mqg(t) = H exp [Mz’(wz’t) + Gg(wit)Q/Q}
1=1

= exp [ut -+ 02t22}

where
mn
=y wig and
i=1
mn
2 =3 wio?,
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and S ~ N(u,o2).



Section 2.1 Inferences in Regression
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Y; = B + B1x; + € ~ N(Bo + Brxs,02)
SO u; = Bg + B1x; and 0'7;2 = 0'62.

Thus b7 is normal with moments

Eb1] =) wip
=Y w;(Bo + B1z;)
= Bo > w; + B1 ) wix;
=fBo-0+061-1=01

Varl[by] = nga?
=02/ > (2 —7)°
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Thus by is unbiased, consistent, and

MSE
s°(b1) = —
> (x; — )
SO
b1 — 1 . .
~ t,_ IS the pivot
s(by) 2 "

for finding a confidence interval for 31 or
testing Hpy : B1 = 0.

Read Section 2.1 for details and examples.



A similar derivation for B8g = bg shows
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2(bg) = MSE [1 + = ]
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the pivot for the parameter Gg is
bo —Bo _ ,
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see Section 2.2. Read Section 2.3.



Sec 2.4: At a new point, x;, the prediction

Y}, = bo + bizy,
IS a linear combination of normals, so normal
~ 1 (xh —-5)2
Y, ~ N zp, 02 | =
so replacing o2 with MSE, the pivot is
Vi, — (Bo + B1zp) N
s(Yp)
(Note: Choose z;, = 0 and Y}, = bg.)
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Section 2.5 discusses predicting a range of
values for Y; at x = z; rather than just its
(conditional) average, Y3,

Whereas the central limit theorem suggests
normality even if the noise, ¢; is not normal,
the assumption of normality is key here. It
turns out that

s?(Y}) = MSE + s2(13,)
leading to prediction interval (2.36).



Section 2.6. Many prediction intervals.

With each test or confidence interval, we are
allowing ourselves a 5% chance for error. If
we make two such statements, is our chance
of making a mistake still 5%, or is it greater?

The answer is that it is greater.

Prob(no error) = .95 x .95 = .9025

Ouch! Our overall significance level is 9.75%.

With 10 tests, a = 40.13% overall!



Working and Hotelling showed that for the
special case of linear regression, an overall
5% confidence band for the entire regression
line could be guaranteed if we replace the
t,—o pivotal quantity with

W =,/2F_,(2,n—2)

Which would be more appropriate for the
homework? You can use either one this time.

Read the rest of Section 2.6.



