Solutions to Exam 1 (2-21-2017 Stat 419/519):

1. Let B represent the symbol for the unit of barrels of oil. Then
(a) B for mean
(b) B? for variance
(c) B~! for the (any) density function. Note:

_ fx f(x)dx =1 and follow units
— Uf(a,b) has density f(z) = ﬁ

— N(u,0?) has density f(z) = \/21?0 exp(—(x — p)?/20?)



2. With the bivariate normal density in standard form, the likelihood is

n

1 x? — 2pz5y; + Y2
o) = - _ 2y—n/2 - PLiYi + Y
I[lf(xzayz’p) = (2m) (1= p") " exp 2 ZZ: 2 1—p? :

By inspection, the sufficient statistics are

Zx?, ny, and leyz

Note that these are 3 separate statistics; adding two doesn’t work.



3. Note: We analyzed U(—#0,0) and Tri(—0, ) in class and examples.

U(-61,62) Triangle(-64,6,)

density
density
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The density functions for the two figures are

1
F(@l01,61) = g—- 1@ = ~01) I(w < 6)
and
0 < —(91
2
f(x|61,61) = m(fﬂﬂ%) -0 <z<0
1,V1 R 6, 0 ,
02(61+92)( 2 — ) <z <t
0 x> 0

(a) The sufficient statistics are X(;) and Xy, since

n

f(@|r,02) = [T £ (w161, 62)

i=1

n
= (01 +62) H (x; > —01)I(z; < 62)
= (01 +02)"" (37(1) > —01) (7 < 02).

(b) Follows from the equation

f(x]01,02) _ I(x@qy > =01) (2, < 62)
fl01,02)  I(yay > —01)1(ym) < 02)

(c) No, since in that case, f(x(1)) = f(2(n)) = 0 and the likelihood is 0.

(d) As in many of the homework problems, the full set of order statistics.



4. Since a sufficient statistic exists, the likelihood has the factorization
representation (see Theorem 6.2.6)

éMLE(a:) = argmax f(x|6)
= argmax g(T'(z)|0)h(z)

= argmax g(T(x)|0) .

Thus the MLE is a function of the data only through the statistic T'(x).

Note: The sufficient statistics has all the information, but we don’t know
if the MLE uses it or not? We also don’t know if an unbiased estimator
exists, so Rao-Blackwell doesn’t necessarily apply.



5. Note the at © = z(3y = 8, the MLE attains a maximum and the L2E
attains a minimum in the graphs.
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(a) As we have seen, the MLE of a random sample of size n for the U (0, 0)
density is X(,); hence, the MLE will be the “new” z 3.

(b) The L2E for the U(0,0) density is

/ (@) dx—ng(m: ; @dm—gzgﬂogxise)
o i=1 i=1
1 241
=1

b-39-) o0<o<u
0 3 606 3 —
b-33--) s=o

as shown in the figure. Note that the minimum value of L2E (which
is —1/m(3) = —1/8) is attained at z = z(3) = 8. The L2E value at
T =1x@g) =5Is —1/15, so if x(3) > 15, the L2E minimum occurs at
x =5, since —1/15 < —1/6 when 6 > 15.



6. It is easy to verify that

2
1 105 G RN Ul

F@) =3, 2 12

(519) Letting the first two sample moments be denoted by m and v, we
must solve the pair of equations

a+b
2

1
m = and vzl—(b—a)Q.

The first equation implies that b = 2m — a; hence,

1 2
v = 1—2(b —a)
1 2
= E(2m —a—a)
1 2
= E(Zm — 2a)
1
= g(m —a)?
= §(a —m)?. Therefore,

a—m==+VvV3v or
a=m=++vV3v and
b=2m—a

=mFV3v.

Since a < b, we see (@,b) = (m — v/3v,m + V/3v).

(419) If @ = 0 is known, then a MoM estimate may be obtained by either
solving m = b/2 or b = 2m = 2%, or v = b?/12, which implies b = 2v/3v.



7. If X ~ P(\), then EX = VarX = A. Recall

EX —EX and VarX — 2%

n

(a) With W = aX,
EW =aEX = a)
_ A
VarW = a? VarX = ¢®*~; hence,
n
MSE(a) = Var W + (EW — \)?
A
2 2
—a2Z M —
a” + (aX —a)
A
=a’" 4 (a—1)2\2.
n
(b) Optimizing over a not A,

MSE A
m =2a~ +2(a — 1))\2 ,  which vanishes when
n

oa
A
a<—|—>\2>:)\2
n
1 2
ax| —+A) =
n
<1+n)\)_)\; and finally,
n
0 = nA
S l4nX

(¢) The optimal risk is given by

nA \% A nA 2
M ) = - —1) X2
SE(a) <1+n/\> n+ <1+n/\ ) A

_ nA3 A2
T Ty
(A +1)A?
(14 nA)?

)\2
T



(d) The improvement in risk is given by

MSE(a*) X n_ nA
MSE(a=1) 1+4+nAXA 1+4nA

1
= i <1, approaching 1 as n — co.
I+ -5



8. This identity is proven by integrating by parts.



