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Office Hours: MW 1:30-2:30 or by appt.

First Assignment: Due in class January 13, 2009

Download the useful visualization software called ggobi from the web (find it) and
install it on your PC or unix box. Also install the R language if you have not done so
already. Grab the zipcode data from the course web site

www.stat.rice.edu/∼scottdw/stat640/zip.code/

Each line of this file contains a single number between 0 and 9 followed by a vector of
length 256 which contains a 16 by 16 grayscale image of a handwritten digit of that
number. Choose any two digits, and extract all of the examples in the data file. Use the
ggobi software to “visualize” these 256-dimensional vectors. In particular, try to determine
if the data clouds for your 2 numbers “separate” in the high-dimensional space.

You may discuss your work (and collaborate) with others in the class, but turn in a
short separate report of your findings. (Make sure you have a working version of ggobi of
your own. There are interfaces between ggobi and R available as well.)

Multivariate Random Variable Background–For Class

1. vector random variable X p × 1

µ = E X =









E X1

...

E Xp









Σ = Cov(X) =
(

E[(Xi − µi)(Xj − µj)]
)

=E
[

(X − µ)(X − µ)T
]

(outer product)



2. Y = AX + b q × 1 A is q × p

E Y = A E X + b = AµX + b

Cov(Y) = E(Y − µY )(Y − µY )T Y − µY = AX + b − (AµX + b)

= E
[

A(X− µX)(X− µX)T AT
]

= AΣXAT q × q by linearity

3. MN(µ, Σ) f(x) = |2πΣ|−1/2 exp
(

−1

2
(x − µ)T Σ−1(x− µ)

)

or (2π)−p/2|Σ|−1/2

4. Spectral decomposition Σei = λiei ei⊥ej ⇐⇒ eT
i ej = δij

Note: aT Σa = E
[

aT (X− µ)(X− µ)Ta
]

= E
[

aT (X − µ)
]2

≥ 0

therefore eT
i Σei = λi ≥ 0 and Σ is p.s.d. (pos def ⇐⇒ λi > 0)

Matrix form: ΣE = EΛ or Σ = EΛET where E =
[

e1 e2 . . . ep

]

5. X ∼ MN(µX , ΣX) , Y = AX + b ∼ MN(AµX + b, AΣXAT )

6. Assuming λi > 0,

Σ = EΛEt

Σ1/2 = EΛ1/2Et

Σ−1 = EΛ−1ET

Σ−1/2 = EΛ−1/2ET

7. Sphering data

Y = Σ
−1/2

X X =⇒ ΣY = Σ
−1/2

X ΣXΣ
−/2

X = Ip

therefore X ∼ MN(µX , ΣX) =⇒ Y = Σ
−1/2

X (X − µX) ∼ MN(0, Ip)

8. Vector and matrix differentiation (for a symmetric matrix, A)

g(x) = aTx = xT a ∇xg(x) = a

h(x) = xT Ax ∇xh(x) = 2Ax

Finally,
∇x∇xh(x) = ∇2

xh(x) = 2A

which is sometimes written this way:

∇x∇
T
x h(x) = ∇2

xh(x) = 2A .

Reference: K.V. Mardia, J.T. Kent, and J.M. Bibby (1979). Multivariate Analysis,
Academic Press, London.


